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This paper proposes a new algorithm for visual landmarks detection and description. The detection is
achieved using a hierarchical grouping mechanism, which combines a color contrast measure defined
between regions with internal region descriptors and with attributes of the shared boundary. This detec-
tor reliably finds the same salient regions under different viewing conditions. Then, geometrically and
photometrically normalized regions are characterized by a kernel-based descriptor. This descriptor is
rotation-invariant and robust against noise. Several tests are conducted in order to compare the proposed
approach with other similar approaches. Experimental results prove that the performance of our proposal
is high in terms of computational consuming and visual landmark detection and description abilities.
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1. Introduction

Reliable navigation is an essential component of an autonomous
mobile robot. In order to perform this task correctly, the robot typ-
ically needs to represent the information perceived by external
sensors into a navigation map. One popular choice is to build this
map with distinguished natural landmarks that the robot can ac-
quire from the environment without human supervision. Recog-
nizable landmarks are essential since they will be used as
reference marks to identify locations in the world.

In the past, a variety of approaches for feature-based mobile
robot localization and navigation has been developed. These ap-
proaches mainly differ in the method employed to represent the
belief of the mobile robot about its current pose or to find and
track a safe path to a goal. Furthermore, they can be differenti-
ated according to the type of sensor information that they use.
Thus, a significant number of approaches use range sensors to
detect these distinguished landmarks. However, although these
approaches can robustly address the landmark detection problem
in indoor environments, they become less robust in outdoors,
since they have to deal with highly unstructured and dynamic
environments. In these cases, a slight change in the robot pose
can provoke a large change in the obtained range scan (Linge-
mann et al.,, 2004). An alternative to the active ranging devices
are vision systems. These systems are passive and of high resolu-
tion, and they provide a huge amount of information (color, tex-
ture or shape) which allow disambiguating landmarks for
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subsequent data association purposes. On the other hand, to per-
form the data association, visual-based systems need to compare
image patches obtained by the robot’s cameras with patches
stored in a map. This detection and matching process has a high
computational complexity, consuming a big amount of computa-
tional resources. In fact, in order to develop a practical visual-
based navigation system, this issue constitutes the main hurdle
to overcome (Davison and Murray, 2002). Lighting, dynamic
backgrounds and view-invariant matching are issues which must
be also addressed (Siagian and Itti, 2007).

In this paper, we describe a vision-based approach for natural
landmark detection and description. The detector assumes that
there is a set of regions in most images that can be detected with
high repeatability since they posses some distinguishing and stable
properties. In our approach, such salient regions will be extracted
using a hierarchical algorithm, which presents two stages: firstly,
it segments the input image into blobs of homogeneous color
and then, it merges these blobs using a similarity criterion. Basi-
cally, this criterion complements a contrast measure defined be-
tween regions with internal region descriptors and with
attributes of the shared boundary. Both grouping processes are
performed over a modified version of the Bounded Irregular Pyra-
mid (BIP) (Marfil et al., 2004, 2007a). The data structure of the BIP
is a mixture of the regular and irregular data structures (see Sec-
tion 3), and it has been previously employed to track non-rigid ob-
jects (Marfil et al., 2007b) or to segment color images (Marfil et al.,
2006, 2007a). However, experimental results have shown that,
although computationally efficient, the BIP-based approaches are
excessively affected by the shift-variance problem (Marfil et al.,
2006). In this paper, we propose to modify the decimation scheme
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of the BIP. This scheme is referred as uBIP and it allows a high
degree of mixture between the regular and irregular parts of the
BIP data structure, reducing the shift-variance problem without
an increase of the computational cost. The main differences
between the BIP and the uBIP is described in Section 3. Perceived
regions of data-dependent shape will serve as natural landmarks.
Experimental results show that our approach could be used to
build sparse maps where landmarks are perceptually distinguished
and, besides, they usually have an underlying semantic signifi-
cance. On the other hand, to characterize these visual landmarks,
we have chosen as feature space its color probability density func-
tion (pdf), which must be estimated from the region data. To re-
duce the computational cost, n-bin histograms are employed.
Besides, in order to take into account the spatial information and
not only the spectral one, geometrically and photometrically nor-
malized visual landmarks are characterized by spatially masking
them with an isotropic kernel. The similarity between kernel-
based representations of a detected landmark and a reference
one will be measured using the metric derived from the Bhatta-
charyya coefficient (Comaniciu et al., 2003), which will have the
meaning of a correlation score. Finally, it must be noted that the
hierarchical grouping mechanism employed by the visual
landmarks detector uses depth information. In our tests, we use
a stereoscopic vision to directly acquire this information from
the perceived images.

The paper is organized as follows: after discussing related work
to the feature-based vision systems in Section 2, the proposed ap-
proach for the acquisition and description of visual landmarks is
described in Section 3. Section 4 deals with some obtained exper-
imental results. In this Section, the results of a comparative study
of the proposed method with other methods are given. Finally,
the paper concludes along with discussions and future work in Sec-
tion 5.

2. Related work
2.1. Local image features detectors and descriptors

Feature-based vision systems for mobile robot localization and
navigation identify each scenario or environment pose with a set
of landmarks and their spatial distribution. These landmarks
must own some invariant and stable property in order to be de-
tected with high repeatability in images taken from arbitrary
viewpoints. One of the main advantages of these approaches is
that they transform images in a more compact form before
attempting to compare them to the ones presented on a map
or to store them in a map built simultaneously. This allows to in-
crease the efficiency and robustness of the localization process.
Then, the matching between an input image and a map is posed
as a search in the correspondence space established between the
associated sets of landmarks. If both sets of landmarks are ro-
bustly matched, then these approaches will provide a high local-
ization resolution.

The majority of feature-based vision systems use local interest
points as landmarks. These points define regions within the im-
age which are distinctive from the rest of the image (Asmar
et al,, 2006). The development of algorithms which use a set of
local distinguished items can be traced back to the work of Mor-
avec (1977) and Harris (1992). For instance, the 3D vision system
DROID uses the visual motion of image corner features for scene
reconstruction (Harris, 1992). It is able to determine the camera
motion and landmark positions from the locations of the tracked
image features. Although it is sensitive to the scale of the image,
the Harris-Stephens corner detector (Harris and Stephens, 1988)
has been used to detect visual landmarks (Kim et al., 2005). It

must be noted that this is not a problem for the case of no scale
change between views, as in ceiling images (Jeong and Lee,
2005). Landmarks can be also detected using this corner detector
as applied by Shi and Tomasi (1994) to relatively large pixel
patches (15 x 15 rather than the usual 5 x 5 for corner detection)
(Davison and Murray, 2002; Kim and Chung, 2005). With respect
to the landmark description, all these approaches describe them
using their associated image patches. Then, matching can be
achieved using normalized sum-of-squared-differences (NSSD)
for the best match to the stored landmark patch (Davison and
Murray, 2002; Kim et al., 2005). The Difference of Gaussians
has been applied by Lowe (1999) in order to achieve scale invari-
ance. The scale-invariant feature transform (SIFT) have been
widely applied for visual landmark detection and description
(Se et al., 2002; Elinas et al., 2006). Se et al. (2002) use a trinoc-
ular stereo system to determine 3D estimates for landmark loca-
tions. Landmarks are used only when they appear in all three
images with consistent disparities, resulting in very few outliers.
This work has also addressed the problem of place recognition, in
which a robot can be switched on and recognize its location any-
where within a large map (Se et al., 2005). Despite of its excel-
lent properties, the SIFT detector tends to extract visually
meaningless features on the blob-like parts of images (Ahn
et al., 2006). Recently, other similar visual landmark detectors
have been employed that overcome this problem (e.g. the
multi-scale Harris detector (Lin et al.,, 2005; Ahn et al., 2006)
or the Harris-Laplace detector (Jensfelt et al., 2006; Wang et al.,
2006). Lin et al. (2005) describe landmarks using the Zernike
moments. However, this descriptor suffers from large computa-
tional burden and low discriminating capability. Therefore, it is
more usual that these approaches employ SIFT (Ahn et al,
2006; Wang et al.,, 2006), PCA-SIFT (Ke and Sukthankar, 2004)
or rotation-variant SIFT (Jensfelt et al., 2006) to describe the ob-
tained visual landmarks. Other scale and rotation invariant
interest point detector and descriptor is SURF (speeded up robust
features) (Bay et al., 2006). The interest points detection is based
on the Hessian matrix and their description uses a distribution of
Haar-Wavelet  responses  within  the interest points
neighborhood, but it relies on integral images to reduce the com-
putation time.

The advantage of systems based on local interest point
descriptors is that no model of landmarks has to be specified
to the vision system a priori. Besides, these approaches generate
dense occupancy maps, but comprising of landmarks with no
underlying semantic significance. The disadvantage of such sys-
tems is scalability. Thus, these systems are usually implemented
in environments where the number of detected landmarks is rel-
atively small (Asmar et al., 2006). Moving the robots to a larger
environment requires the management and recognition of a
much larger number of landmarks. An excessively huge number
of landmarks can provoke that the reliability and repeatability
of visual features can not always be guaranteed, appearing outli-
ers in feature matching which can lead to unreliable data associ-
ation (Ahn et al., 2006). This problem has been addressed by
grouping local interest points together and using these groups
as landmarks (Ahn et al., 2006) or by imposing a fixed number
of landmarks (e.g., the iterative SIFT (Tamimi et al., 2006)). Other
solution has been suggested by model-based visual landmark
detectors. These detectors are employed to build sparse maps
using landmarks that have an underlying semantic significance.
Thus, image edges (Folkesson et al., 2005) or planar quadrangles
(Hayet et al., 2003; Vazquez-Martin et al., 2005) can be em-
ployed to match images. Environment-specific features like walls
or doors are used by Horswill (1993). To deal with outdoor
environments, Asmar et al. (2006) propose a tree detection
approach.
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2.2. Computational visual attention approaches for salient regions
detection

In biological vision systems, the attention mechanism is the
responsible of selecting the relevant information from the sensed
field of view so that the complete scene can be analyzed using a se-
quence of rapid eye saccades (Aziz and Mertsching, 2007). In the
recent years, efforts have been made to imitate such attention
behavior in artificial vision systems, because it allows to optimize
the computational resources as they can be focused on the process-
ing of a set of selected regions only. Probably one of the most influ-
ential theoretical models of visual attention is the spotlight
metaphor (Eriksen and Yenh, 1985), by which many concrete com-
putational models have been inspired (Koch and Ullman, 1985;
Milanese, 1993; Itti, 2002). These approaches are related with the
feature integration theory, a biologically plausible theory proposed
to explain human visual search strategies (Treisman and Gelade,
1980). According to this model, these methods are organized into
two main stages. First, in a preattentive task-independent stage,
a number of parallel channels compute image features. The ex-
tracted features are integrated into a single saliency map which
codes the saliency of each image region. The most salient regions
are selected from this map. Second, in an attentive task-dependent
stage, the spotlight is moved to each salient region to analyze it in a
sequential process. Analyzed regions are included in an inhibition
map to avoid movement of the spotlight to an already visited re-
gion. Thus, while the second stage must be redefined for different
systems, the preattentive stage is general for any application.
Although these models have good performance in static environ-
ments, they cannot in principle handle dynamic environments
due to their impossibility to take into account the motion and
the occlusions of the objects in the scene. In order to solve this
problem, an attention control mechanism must integrate depth
and motion information to be able to track moving objects. Thus,
Maki et al. (2000) propose an attention mechanism which incorpo-
rates depth and motion as features for the computation of saliency.

The previously described methods deploy attention at the level
of space locations (space-based models of visual attention). The
models of space-based attention scan the scene by shifting atten-
tion from one location to the next to limit the processing to a var-
iable size of space in the visual field. Therefore, they have some
intrinsic disadvantages. In a normal scene, objects may overlap
or share some common properties. Then, attention may need to
work in several discontinuous spatial regions at the same time. If
different visual features, which constitute the same object, come
from the same region of space, an attention shift will be not re-
quired (Sun and Fisher, 2003). On the contrary, other approaches
deploy attention at the level of objects. Object-based models of vi-
sual attention provide a more efficient visual search than space-
based attention. Besides, it is less likely to select an empty location.
In the last few years, these models of visual attention have received
an increasing interest in computational neuroscience and in com-
puter vision. Object-based attention theories are based on the
assumption that attention must be directed to an object or group
of objects, instead of a generic region of the space (Orabona
et al,, 2007). Therefore, these models will reflect the fact that the
perception abilities must be optimized to interact with objects
and not just with disembodied spatial locations. Thus, visual sys-
tems will segment complex scenes into objects which can be sub-
sequently used for recognition and action.

Finally, space-based and object-based approaches are not
mutually exclusive, and several researchers have proposed atten-
tional models that integrate both approaches. Thus, in the Sun
and Fisher’s proposal (Sun and Fisher, 2003), the model of visual
attention combines object- and feature-based theories. In its cur-
rent form, this model is able to replicate human viewing behaviour.

However, it needs that input images will be manually segmented.
That is, it uses information that is not available in a preattentive
stage, before objects are recognized (Orabona et al., 2007).

Computational visual attention systems determine globally
which regions in the image discriminate instead of locally detect-
ing predefined properties like corners. Hence, they can be useful
to detect good landmark candidates. Thus, Ouerhani and Hiigli
(2005) propose an approach which takes advantage of the sal-
iency-based model of attention to automatically learn configura-
tions of salient visual landmarks. The selected landmarks are
organized into a topological map that is used for self-localization.
On the other hand, Newman and Ho (2005) use a saliency measure
based on entropy to define important locations primarily for the
loop closing detection in the simultaneous localization and map-
ping (SLAM) problem. Other main advantage of attention systems
is that they can additionally integrate previous knowledge about
the landmark-based map into the computations. This enables a
better re-detection of landmarks when presuming to revisit a
known location (Frintrop et al., 2006).

3. Visual landmark detection and description

The proposed approach for visual landmark detection and
description consists of three stages. Firstly, a hierarchical grouping
algorithm is applied to perform a domain-independent segmenta-
tion of the image pixels into regions (Marfil et al., 2007c). Then,
the set of regions which satisfies certain rules are selected as land-
marks and geometrically and photometrically normalized (Obdr-
zalek and Matas, 2006) (visual landmarks detection and
normalization stage). These rules do not depend on the environ-
ment or application, and they impose to the obtained landmarks
properties like high contrast with respect to its surrounding back-
ground. The shape of these salient regions is adapted to real items
of the scene. Therefore, continuous geometric changes of the view-
point preserve their internal topology, i.e. pixels from a single con-
nected region are transformed to a new single connected region
(see Fig. 1). Finally, landmarks are characterized by a rotation-
invariant kernel-based descriptor (Comaniciu et al., 2003), which
is adopted to represent its internal color distribution.

3.1. Hierarchical grouping algorithm

The hierarchical grouping algorithm performs the segmentation
of the input image using two consecutive stages. The pre-segmen-
tation stage employs a color distance to group the image pixels
into a set of blobs whose spatial distribution is physically represen-
tative of the image content. Then, the perceptual grouping stage
groups the set of homogeneous blobs into a smaller set of regions
taking into account not only the internal visual coherence of the
obtained regions but also the external relationships among them
(Marfil et al., 2007c). To accomplish this grouping process, where
the fine details are clustered into more coarse entities, the contents
of the input image can be described using multiple representations
with decreasing resolution. Pyramids are hierarchical structures
which have been widely used to represent the perceptual organiza-
tion of the image by a tree of regions, ordered by inclusion (Marfil
et al.,, 2006). In this hierarchy, each level is a graph which is at least
defined by a set of nodes, which represent regions, connected by a
set of arcs, which represent region adjacency relationships.

The efficiency of a pyramid to represent the information is
strongly influenced by two features: the graph selected to encode
the information within each pyramid level and the decimation
scheme used to build one graph from the graph below (Marfil
et al., 2006). The choice of a graph encoding determines the infor-
mation that may be encoded explicitly at each level of the pyramid.
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Fig. 1. (a and b) Regions generated by the proposed detector on two images taken from different viewpoints. Representing ellipses have been chosen to have the same first
and second moments as the originally arbitrarily shaped region (matched regions are marked on yellow); and (c) and (d) normalized versions of five matched regions at
images (a) and (b) (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.).

Thus, it roughly corresponds to setting the horizontal properties of
the pyramid. On the other hand, the reduction or decimation
scheme used to build the pyramid determines the dynamic of the
pyramid (height, preservation of details...). It corresponds to the
vertical properties of the pyramid. Depending on these two fea-
tures, pyramids have been classified as regular and irregular ones.
Regular approaches have a rigid structure where the decimation
process is fixed. This rigid structure allows to build and process
them with a low computational cost. However, this inflexibility
can also provoke three main problems: non-connectivity of the ob-
tained regions, impossibility to represent elongated objects and
shift-variance (Marfil et al., 2006). Irregular pyramids solve these
problems using a structure which dynamically adapts to the image
layout. However, they require a computational time which is usu-
ally higher than the one required by regular pyramids.

In order to combine the advantages of regular and irregular pyr-
amids, the Bounded Irregular Pyramid (BIP) was proposed by Mar-
fil et al. (2004). The BIP arose as a mixture of regular and irregular
structures whose goal is to obtain accurate results at a low compu-
tational cost. The regular decimation is applied in the homoge-
neous parts of the image, meanwhile the heterogeneous parts are
decimated using a classical irregular process (Marfil et al., 2004;
Marfil et al., 2006). Basically, the BIP is a graph hierarchy where
each level [ is a graph G, = (N, E;) consisting of a set of nodes, N,
linked by a set of intra-level edges E,. Each graph G, has a regular
part which built from G,_; using a 2 x 2/4 regular decimation pro-
cedure and an irregular part which is built from G,_; using an irreg-
ular decimation process (Marfil et al., 2006; Marfil et al., 2007a).
Therefore, there are two types of nodes: nodes belonging to the
2 x 2/4 regular part (regular nodes) and nodes belonging to the
irregular part (irregular nodes). Each level of the BIP is computed
in four steps (see Marfil et al. (2007a) for further details):

e 2 x 2/4 regular decimation process: if four regular adjacent
nodes of level | have similar color, a new regular node is created
atl+1.

e Regular parent search and intra-level twining: once the regular
structure is generated, there are some regular nodes without
parent. Each of these nodes n, looks for regular neighbour nodes

which are similar to them according to a given feature. If this
searching is successfully achieved, then the regular node n, will
be linked to the parent of its most similar neighbour or, if this
neighbour is not linked to a parent node, both nodes will be
linked to a new irregular node.

o Virtual parent search and virtual node linking: each irregular node
n; looks for irregular neighbour nodes which are similar to them
according to a given feature. If this searching is successfully
achieved, then n; will be linked to the parent of its most similar
neighbour or, if this neighbour is not linked to a parent node,
both nodes will be linked to a new irregular node at the level
above.

e Intra-level edge generation in G : the edges of G, ; are com-
puted taking into account the neighborhood of nodes in G,.

The BIP approximates or even outperforms previously proposed
hierarchical segmentation schemes, yet can be computed much
faster (Marfil et al., 2006). However, it is highly affected by the shift
variance problem, i.e. it provides an image segmentation which
varies when this image is shifted slightly. In this paper, we propose
to modify the structure of the BIP in order to improve the mixture
of the regular and irregular decimation processes, avoiding the
shift-variance problem. This new pyramid will be referred as uBIP,
as it uses a union-find algorithm to merge the nodes resulting of
the regular and irregular decimation processes. In the uBIP, it is al-
lowed that a node of the structure (regular or irregular) can be
linked with any type of node from its same level. Next subsections
briefly describe the pre-segmentation and perceptual grouping
stages of the proposed segmentation approach.

3.1.1. Pre-segmentation stage

As it is described in (Marfil et al., 2007c), the pixels of the input
image can be considered as the nodes of the graph Go. Then, the
pre-segmentation stage divides the image into regions of uniform
color using the uBIP. Contrary to the BIP, this decimation algorithm
only runs two consecutive steps to obtain the set of nodes N, ;. The
first process generates the set of regular nodes of G,,; from the reg-
ular nodes at G;, meanwhile the second one determines the set of
irregular nodes at level [ + 1. In this proposal, this second process
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conducts an union-find decimation algorithm which is
simultaneously conducted over the whole set of regular and
irregular nodes of G, which do not present a parent in the level
I+ 1.

Let G, = (N, E)) be a graph where N, stands for the set of regular
and irregular nodes and E, for the set of intra-level arcs. Let & be
equal to 1 if (x,y) € E; and equal to O otherwise. Let ¢, be the
neighborhood of the node x defined as {y € N, : &"}. It can be noted
that a given node x is not a member of its neighborhood, which can
be composed by regular and irregular nodes. Each node x has asso-
ciated a vy value. Besides, each regular node has associated a bool-
ean value h,: the homogeneity (Marfil et al., 2007a). At the base
level of the hierarchy, Gy, all nodes are regular, and they have h,
equal to 1. Only regular nodes which have h, equal to 1 are consid-
ered to be part of the regular structure. Regular nodes with an
homogeneity value equal to 0 are not considered for further pro-
cessing. The proposed decimation process transforms the graph
G, in G4 such that the reduction factor is greater to 1. In our case,
we focus on dividing the image into a set of homogeneous blobs.
This aim is achieved using the pairwise comparison of neighboring
nodes (Haxhimusa et al., 2003). Then, a pairwise comparison func-
tion, g(Vx, , Vx,) is defined. This function is true if the v,, and vy, val-
ues associated to the x; and x, nodes are similar according to some
criteria and false otherwise. The decimation process consists of the
following steps:

(1) Regular decimation process. The h, value of a regular node x
at level [+ 1 is set to 1 if the four regular nodes immediately
underneath {y;} are similar according to some criteria and
their hy,, values are equal to 1. That is, hy is set to 1 if

N hy (1)

Yy}

m g(vyj ) Vyk ) n

vy Yeelvit

Besides, at this step, inter-level arcs among regular nodes at
levels [ and [ + 1 are established. If x is an homogeneous regu-
lar node at level [ + 1 (hy==1), then the set of four nodes imme-
diately underneath {y;} are linked to x.

(2) Irregular decimation process. Each irregular or regular node
x € N, without parent at level [+1 chooses the closest
neighbor y according to the v, value. Besides, this node y
must be similar to x. That is, the node y must satisfy

{lve — vyl = min vy — vzl : 2 € &)} 0 {g(ve,vy)} (2)

If this condition is not satisfied by any node, then a new node
X' is generated at level [ + 1. This node will be the parent node
of x. Besides, it will constitute a root node and its receptive
field at base level will be an homogeneous set of pixels
according to the specific criteria. On the other hand, if y exists
and it has a parent z at level [ + 1, then x is also linked to z. If y
exists but it does not have a parent at level [ + 1, a new irreg-
ular node 7' is generated at level [ + 1. In this case, the nodes x
and y are linked to z'.This process is sequentially performed
and, when it finishes, each node of G, is linked to its parent
node in G;;. That is, a partition of N; is defined. It must be
noted that this process constitutes an implementation of the
union-find strategy. The union-find uses tree structures to
represent sets. A find operation looks for the parent of a node
at level . If two nodes at level [ are similar, then a union oper-
ation will be performed by setting one of the two nodes to be
the parent of both ones at level [ + 1.

(3) Definition of intra-level arcs. The set of edges E,.  is obtained
by defining the neighborhood relationships between the
nodes N;,;. Two nodes at level [+ 1 are neighbors if their
reduction windows are connected at level L.

The structure hierarchy stops growing when it is no longer pos-
sible to link together any more nodes because they are not similar.
The set of nodes which are not linked to any node at upper levels
define a partition of the input image (see Marfil et al. (2007c) for
further details).

Fig. 2 shows an example of the described decimation process.
Regular nodes are drawn as rectangles meanwhile irregular nodes
are drawn as circles. The v, values are represented by the grey level
of the cells. Fig. 2a shows the regular part of the data structure
after being built. The base level of the structure is composed by
the 8 x 8 image pixels. The 4-to-1 regular decimation procedure
generates a 4 x 4 level. Regular nodes with h, equal to 0 are not de-
picted on the figure. Inter-level arcs join regular nodes between
levels 0 and 1. Fig. 2b and c present the results of applying the
irregular decimation process. The closest neighbor to node xﬁo) is
a regular node which has a parent at level 1, x\". Then, ¥\ is also
linked to it. The closest neighbor of other nodes, like x(zo), does not
have a parent at level 1. In this case, x(zo) and its closest neighbor,
x{), generate a new irregular node at level 1, x". Inter-level arcs
link both nodes at level 0, x” and x{, with the new irregular node
at level 1, 2. Fig. 2c shows the set of irregular nodes and inter-le-
vel arcs generated after applying the irregular decimation process.
It can be noted that several nodes of level 0 which were not in-
volved in the regular decimation step, have been now linked to
regular nodes at level 1. Fig. 2d shows the generation of level 2
from level 1. In this case, the regular decimation process does
not generated any new regular node at level 2. The irregular deci-
mation scheme merges x!" and &}, generating the irregular node
x(f). Then, the rest of regular nodes at level 1 and the irregular node
xﬁf) are sequentially joined to x'?. The irregular nodes X(ZU and x(;)
generate the irregular node %)’ at level 2. Finally, the irregular
node x(s” is joined to a node at level 2 because its v, value is not
similar to values of its neighbors according to the function g(-, -).
This node becomes the root of an uniform image region at base le-
vel. Irregular nodes ¥ and x’ present different v, values and they
are not merged. Then, they are the roots of two uniform regions at
base level. The input image is then divided into three regions
which are uniform according to the criterion defined by g(-, -).

This new decimation process avoids the shift-variance problem
associated to the BIP. To demonstrate this issue, we have compared
the proposed modification with the original BIP and with the main
irregular structures present in the literature in a color-based seg-
mentation framework. Obtained results are shown at Section 4.

3.1.2. Perceptual grouping stage

After the local similarity pre-segmentation stage, grouping
blobs aims at simplifying the content of the obtained partition in
order to provide a final image segmentation. Two constraints are
taken into account for an efficient grouping process: first, although
all groupings are tested, only the best groupings are locally re-
tained; and second, all the groupings must be spread on the image
so that no part of the image is advantaged. For managing this
grouping, the uBIP structure is used: the roots of the pre-seg-
mented blobs are considered as irregular nodes which constitute
the first level of the perceptual grouping multiresolution output.
Subsequent higher levels can be built using the segmentation
scheme proposed by Marfil et al. (2007c). However, if the distance
between two nodes in the pre-segmentation stage is based on a
color criterion, in order to achieve this second grouping process,
a more complex distance must be defined. This distance has three
main components: the colour contrast between image blobs, the
edges of the original image computed using the Canny detector,
and the disparity of the image blobs, provided by the stereoscopic
vision system. In order to speed up the process, a global contrast
measure is used instead of a local one. It avoids to work at pixel
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(b)

(d)

Fig. 2. Hierarchy generation: (a) regular nodes generated at level 1 and inter-level arcs among children and parents, (b) individual examples of the irregular decimation
process, (c) nodes generated at level 1 and inter-level arcs among children and parents after the irregular decimation process, and (d) intra-level arcs at level 1 and generated

nodes at level 2 (see text for details).

resolution, increasing the computational speed. This contrast mea-
sure is complemented with internal regions properties and with
attributes of the boundary shared by both regions. To perform cor-
rectly, the nodes of the uBIP which are associated to the perceptual
grouping multiresolution output store statistics about the CIELab
colour values of the roots generated by the pre-segmentation stage
which are linked to them and about their mean disparity. Then, the
distance between two nodes n; and n;, Y(n;, n;), is defined as

Y m) = \/ wy (G RO, (disp(n)  disp(n)’
o

where d(n;, n;) is the color distance between n; and n; and disp(x) is
the mean disparity associated to the base image region represented
by node x. b; is the perimeter of n;, b; is the number of pixels in the
common boundary between n; and n; and ¢; is the set of pixels in
the common boundary which corresponds to pixels of the boundary
detected by the Canny detector. o and f are two constant values
used to control the influence of the Canny edges in the grouping
process. In the same way, w; and w, are two constant values which
weight the terms associated with the color and the disparity.

The grouping process is iterated until the number of nodes re-
mains constant between two successive levels. Fig. 3c shows the
set of regions associated to the image in Fig. 3a. It can be noted that
the obtained regions do not always correspond to the set of natural
objects presented in the image, but they provide an image segmen-
tation which is more coherent with the human-based image
decomposition than the one provided by a colour-based image
decomposition (Fig. 3b).

3.2. Visual landmarks detection and normalization stage

The proposed grouping approach provides a partition of the in-
put image into a set of regions. Among these regions, the approach

selects those which satisfy certain conditions. Thus, selected re-
gions cannot be located at the image border in order to avoid errors
due to partial occlusions. They must also exhibit a relatively high
color contrast with respect to its neighbor regions. Finally, large re-
gions will be discarded because they could be more likely associ-
ated to non-planar surfaces. Specifically, the conditions imposed
to be a landmark are the following:

e The area of a landmark must be less than a percentage U; of the
total area of the image.

e The bounding box of a selected region must not be located in an
image border. The bounding box of a region is the minimum box
which enclosed it.

e The contrast between the color of a landmark and its surround-
ing regions will be higher than a threshold value U..

Fig. 3¢ shows the set of selected landmarks associated to the im-
age in Fig. 3a. Threshold values Us and U, have been fixed to 25%
and 100%, respectively. It must be noted that threshold values em-
ployed at this stage are not very restrictive, i.e. similar results have
been obtained using Us values ranging from 20% to 30 % and U, val-
ues ranging from 75 to 125.

Once the set of visual landmarks have been chosen, the region
will be geometrically normalized. Firstly, the centroid of the image
region % is estimated as

1
,u:‘?'/%xd% (4)

where |%| is the area of the image region. Then, the matrix of sec-
ond-order central algebraic moments (covariance matrix) of the re-
gion is calculated as

_l . _ —_ 0\ de
E = [ - pa (5)

Once the covariance matrix is computed, the region is normalized
so that the covariance matrix of the transformed region equals to
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(b)

Fig. 3. (a) Original image (640 x 480 pixels size), (b) obtained regions after the pre-segmentation stage (16523 image regions), and (c) obtained regions after the perceptual

grouping. Ellipses enclose the finally selected visual landmarks.

the identity matrix (Obdrzalek and Matas, 2006). This is achieved by
transforming every region pixel by the inverse of the covariance
matrix. Fig. 1c-d show the normalized versions of the image regions
at Fig. 1a and b. Assuming local planarity of the detected region, this
geometric normalization, together with the position of the centroid
of the region, provides a rotation-variant image measurement.
Therefore, if we also assume that the geometric changes induced
by the camera motion can be described by an affine transformation,
we will need to represent the image region by a rotational invariant
descriptor to achieve a view-point invariant description. This
descriptor will be presented at Section 3.3.

Finally, the image region is photometrically normalized. In this
case, it is assumed that the combined effect of different scene illu-
mination and capture system settings can be modeled by affine
transformations of individual color channels. Then, the values of
individual color channels are transformed to have zero mean and
unit variance, allowing to represent a patch invariantly to photo-
metric changes Obdrzalek and Matas, 2006.

3.3. Visual landmark description

Vision can be useful to avoid data association failures allowing
landmarks to be characterized by a robust descriptor, i.e. a descrip-
tor which will be invariant to illumination and viewpoint changes.
As it was aforementioned, in our case we only need to describe the
normalized image region by a rotational invariant descriptor to
achieve view-point invariant description.

In this work, we assume that color distribution can provide an
efficient feature for region description (Nummiaro et al., 2003). Be-
sides, colour histograms can be easily quantized into a small num-
ber of bins to satisfy the low-computational cost imposed by real-
time processing. In order to take into account the spatial informa-
tion, which could be also useful, the regions can be masked with a
kernel in the spatial domain Comaniciu et al., 2003. Thus, the
appearance of the region is described by a set of scalar features,
{si}i_1.n which will be obtained from the image region defined
by the visual landmark, %. The value s, of the nth bin is defined by

Sn =% D NEYSQU((xY)] —n) (6)
(xy)ie®
where ./"(-) defines a Gaussian-based kernel function which assigns
higher weights to the pixels near the centroid than pixels at the bor-
ders of the landmark, and # is a normalization constant
(n =3 4 ((x,y);)) (Comaniciu et al., 2003). ¢ is the Kronecker delta
function and y is a quantization function, which associates with
each observed pixel value I((x,y);) a particular bin index. Finally,
it must be commented that in our implementation, the CIELab col-
our space has been chosen at the hierarchical grouping algorithm
and then also to characterize the colour of the landmark. We have

also chosen to quantize the histogram in 16 bins, resulting in a land-
mark descriptor of 16 x 16 x 16 scalar values.

In order to compute the similarity between kernels (regions),
Comaniciu et al. (2003) propose a metric derived from the Bhatta-
charyya coefficient. The distance between the discrete distribu-
tions p and q associated to two visual landmarks is defined as:

dp.q) =+/1-p[p.q] (7)
where
pp.q) :Z\/ﬁi'fh (8)

1

I
—_

being p; and §; the corresponding bins of the discrete representa-
tions p and g, respectively.

4. Experimental results

Different tests have been performed to evaluate the perfor-
mance of the proposed modification of the BIP approach (Section
4.2), the ability of the proposed detector to extract salient regions
(Section 4.3), the stability of the detected regions and the capacity
of the descriptor to correctly characterize the detected regions. Dif-
ferent toolboxes and protocols have been also used to conduct
these tests. Finally, we also provide in this Section an estimation
of the parameters that the approach employs (Section 4.1) and
the environment mapping framework where the proposed ap-
proach is currently applied with some preliminar qualitative re-
sults (Section 4.5).

4.1. Estimation of parameters

The proposed method requires choosing values for a set of
parameters. These parameters are:

e The color threshold employed at the pre-segmentation stage. In
all tests, this value has been fixed to a low value. This provides a
over-segmentation of the input image, which groups the image
pixels into a reduced set of blobs. If this threshold value is
increased, then the compression factor will be also increased
and the detection algorithm will run much faster. However,
obtained blobs could contain image pixels of different colors.
In all tests, a threshold value of 1.0 have been used.

o The threshold value T, which determines the maximum dis-
tance between two nodes that are considered similar at the per-
ception-based stage.

e The set of constant values (o, 8, w; and w,) employed at Eq. (3).
In all our tests, o and p have been set to 0.1 and 1.0, respectively,
and w; and w, have been set to 0.5 and 1.0, respectively.
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e The set of parameters employed by the landmarks detection
stage. The values of these parameters have been discussed in
Section 3.2.

In order to choose a threshold value T, which can remain
unaltered for the experiments show in Sections 4 and 4.4, different
values were tested and the best value was chosen. In our tests, the
best choice for this threshold was Tper. = 20.0.

4.2. Evaluation of the uBIP

With the aim of quantitatively evaluating the uBIP approach, we
have compared it to other similar algorithms into a color-based
segmentation framework. Three empirical methods have been se-
lected: the shift variance (SV) proposed by Prewer and Kitchen
(2001) and the F and Q functions (Marfil et al., 2006). Shift variance
means that the image simplification produced by pyramid-based
approaches varies when the base of the pyramid is shifted slightly.
This is an undesirable effect, so the SV can be taken as a measure-
ment of an algorithm quality. This method compares the segmen-
tation results provided by a given algorithm on slightly shifted
versions of the same image. To do that, we have taken a
128 x 128 pixels window in the center of the original image. We
have compared the segmentation of this subimage with each seg-
mented image obtained by shifting the window a maximum shift
of 11 pixels to the right and 11 pixels down. Thus, there is a total
of 120 images to compare with the original one. In order to per-
form each comparison between a segmented shifted image %;
and the segmented original one ¢, the root mean square color dif-
ference (RMSD) is employed. The RMSD is defined as (Marfil et al.,
2006).

N
RMSDe./, = > /(L5 — L)% + (@ — a5))? + (b5 — b2 (9)
i=1

where N is the number of pixels of the input image. L represents
lightness values and a, b chrominance values corresponding to the
original o;; and shifted x;; segmentation images expressed in the
CIELab color space. Then, the SV is expressed as

1 120
V=535 ; RMSD (10)

It must be noted that the smaller the value of this parameter, the
better the segmentation result should be.

The F and Q functions measure uniformity and homogeneity in
the segmented regions, and other properties are required as sim-
plicity, without too many small holes. Finally, these functions also
consider that adjacent regions must present significantly different
values for uniform characteristics. Specifically, the F function is
computed as:

1 R e?
F(I)_1000(N-M)\/E;ﬁ (In
I being the segmented image, NxM the image size and R the number
of segmented regions. A; and e; are the area of the region i and its
average color error, respectively. On the other hand, the Q function
penalizes in a more rigid way the existence of small regions. It is de-
fined by

1

Q) =
(D 1000(N - M)vRY} {Hig/\i R <%>2}

(12)

R(A;) being the number of segmented regions with area equal to A;.
For comparison purposes, five irregular pyramids have been
employed: the BIP (Marfil et al., 2007a), the localized pyramid

Table 1
Quantitative segmentation results: hierarchy height, number of obtained regions,
execution time, and F, Q and shift-variance values.

Height Regions E Q N Time (sec)
LP 25.5 73.7 743.2 1011.5 30.2 2.75
MP 32.9 107.6 650.1 818.5 29.3 3.42
HP 114 76.1 670.3 955.1 28.4 4.23
CoP 74.2 91.2 630.7 870.2 30.5 2.85
BIP 8.7 83.6 720.2 1090.1 44.1 0.20
uBIP 9.3 60.5 700.1 950.3 243 023

(LP) (Huart and Bertolino, 2005), the segmentation algorithm pro-
posed by Lallich et al. (2003) (MP), the hierarchy of image parti-
tions (HP) (Haxhimusa and Kropatsch, 2004) and the
combinatorial pyramid (CoP) (Brun and Kropatsch, 2003). Six fea-
tures have been evaluated: the number of obtained levels, which
indicates the complexity of the obtained structure, the number of
segmented regions, the F and Q functions, the shift-variance (SV)
measure and the execution time. A set of 50 images from Waterloo
and Coil 100 databases has been used (Marfil et al., 2006). The
algorithms run in a 3 GHz Pentium IV PC. Table 1 shows the quan-
titative obtained results. It can be appreciated that the uBIP exhib-
its a significantly reduced shift-variance value. Besides, the F and Q
values have been also improved. Regarding with the computational
time, although it has been slightly increased with respect to the
original BIP, it is still at least ten times less than in the rest of irreg-
ular pyramids.

4.3. Evaluating the performance of the proposed salient region detector

To evaluate the ability of the proposed detector to extract sali-
ent regions, we compared the discriminant saliency maps obtained
from a collection of natural images to the eye fixation locations re-
corded from human subjects, in a free-viewing task. Specifically,
we have employed the human fixation database from Bruce and
Tsotsos (2006). This data set was obtained from eye tracking exper-
iments performed while subjects observed 120 different color
images (see Bruce and Tsotsos (2006) for further details). The
colour contrast measure is employed as the feature to define our
saliency map and, to measure the performance of the approach, ob-
tained saliency maps are first quantized into a binary image: pixels
with larger saliency values than a threshold are classified as fixated
while the rest of the pixels in that image are classified as non-fix-
ated (Tatler et al., 2005; Gao et al., 2008). Human fixations are then
used as ground truth and, by varying the threshold, a receiver oper-
ator characteristic (ROC) curve can be drawn. The area under the
curve indicates how well the saliency map predicts actual human
eye fixations. Fig. 5 shows the ROC curve obtained for the proposed
approach.

The quantitative performance of the proposed approach is
shown in Table 2. In this table we also summarized the results ob-
tained using the algorithms of Itti and Koch (2000), obtained using
the Matlab saliency toolbox Walther and Koch, 2006', Bruce and
Tsotsos (2006) and Gao et al. (2008). Besides, as an absolute bench-
mark, the ‘inter-subject’ ROC area is also included (Gao et al., 2008;
Harel et al., 2007). It can be noted that obtained results are similar to
the other detectors.

4.4. A comparative study with other local feature detectors and
descriptors

In order to compare our method to other local feature detectors
and descriptors, images, Matlab code to carry out the performance

1 http://www.saliencytoolbox.net/index.html.
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Fig. 4. (a) Reference image and detected landmarks, (b-f) images matched against the reference image. The colour of the ellipses determines if the associated region has been
matched to a reference landmark (displayed in yellow) or not (displayed in blue) (For interpretation of the references to colour in this figure legend, the reader is referred to

the web version of this article.).

tests, and binaries of the approaches have been downloaded?. The
database is composed by eight different image sets that represent
five changes in imaging conditions (viewpoint changes, scaling, im-
age blur, jpeg compression and illumination changes). Image sets
can be grouped into two different scene types. Thus, one scene type
contains homogeneous regions which present distinctive boundaries
(structured scenes), and the other contains repeated textures of dif-
ferent forms (textured scenes). As our approach is based on structure
cues in images, it is reasonable that it exhibits a superior perfor-
mance on structured scenes. Fig. 6 shows an example from each im-
age set. It must be noted that the set of parameters employed by the

2 http://www.robots.ox.ac.uk/~vgg/research/affine.

proposed approach has not been modified to deal with the different
image sets (see Section 4.1).

For the detectors, we use the repeatability score, as described by
Mikolajczyk et al. (2006). The objective of this test is to measure
how many of the detected regions are found in images under dif-
ferent transformations, relative to the lowest total number of re-
gions detected (where only the part of the image that is visible
in both images is taken into account). In all cases, the ground truth
is provided by mapping the regions detected on the images in a set
to the image of highest quality of this set (reference image) using
homographies. The measure of repeatability is the relative amount
of overlap between regions detected in the reference image and in
the other image. This region is projected onto the reference image
using the homography relating the images. It must be noted that
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Fig. 5. The ROC curve provided by the proposed approach.
Table 2
ROC areas for different saliency models with respect to all human fixations.
Saliency model ROC area
Gao et al. (2008) 0.7694
Itti and Koch (2000) 0.7277
Bruce and Tsotsos (2006) 0.7547
Proposed 0.7593
Inter-subject 0.8766

the output for our detector is a set of arbitrarily shaped regions.
However, for the purpose of the comparisons using the Matlab
code mentioned above, the output region of all detectors are repre-
sented by an ellipse. These ellipses have the same first and second
moments as the detected regions.

The proposed detector is compared to the difference of Gaussian
(DoG) (Lowe, 2004), the Hessian-affine detector (Mikolajczyk and
Schmid, 2002), the maximally stable extremal region detector
(MSER) (Matas et al., 2002), the intensity extrema-based region
detector (IBR) (Tuytelaars and Van Gool, 2004) and the Fast-Hes-
sian (Bay et al., 2006). For all experiments, the default parameters

Table 3
Number of detected regions and computation times for different detectors for GRAF
image (see Fig. 6).

Detector Number of regions Run time (s)
DoG 1520 0.39
Hessian-affine 1649 243
Fast-Hessian 1418 0.12
MSER 533 0.56
IBR 679 9.77
Proposed 147 0.32

given by the authors are used for each detector. It must be noted
that disparity values are not available, so the parameter value w,
has been set to 0.0 in these cases. From Table 3, it can be noted that
the detectors generate very different numbers of regions, although
this also depends on the image type. Thus, some of them provide
good results to structured scenes (e.g. the proposed approach
and the MSER) and others to more textured scenes (e.g. Hessian-af-
fine). Table 3 shows that computation times are also very different.
They have been measured on a Pentium 4.2 GHz Linux PC, for the
GRAF image shown in Fig. 6, which is 800 x 640 pixels.

The repeatability for four sets of images are illustrated in Fig. 7.
Similar results are obtained for the rest of sequences. These results
show that the proposed detector ranks similar to the rest of ap-
proaches when it deals with structured images. In these images,
only few regions are detected and the thresholds can be set very
sharply, resulting in very stable regions. On the contrary, the scores
associated to textured images are significantly bad when compared
to the point-based detectors (see Fig. 7, the WALL set).

Finally, the kernel-based descriptor is evaluated using the re-
call-precision criterion for image pairs, i.e. the number of correct
and false matches between two images (Mikolajczyk and Schmid,
2005). Recall is defined as the number of correctly matched regions
with respect to the number of corresponding regions between two
images of the same scene. The precision is defined as the number
of correct matches with respect to the total number of matches.
The results are represented with recall versus 1-precision. Fig. 8
shows the results for three sets of images. Regions have been de-
tected using the proposed approach. Two regions are matched if
the distance between their descriptors is below a threshold U.
The value of this threshold is varied to obtain the curves (see Mi-
kolajczyk and Schmid (2005) for further details). Compared
descriptors are the SURF-128 (Bay et al., 2006), SIFT (Lowe, 1999)
and the cross correlation (evaluated for a path of 11 x 11 pixels

LEUVEN

Fig. 6. Image examples of the eight sets used for comparison purposes.
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Fig. 8. Recall vs. 1-precision curves for GRAF, BIKES and LEUVEN sequences (see Fig. 6).

centered at the centroid of the detected region), which are three of
the most employed visual landmark descriptors (see Section 2).
From the results, it can be noted that the kernel-based descrip-
tor performs better than the rest of descriptors. The number of re-
gions is significantly low, and this implies that regions are usually
not overlapped. Besides, although the textured scenes contain sim-
ilar motifs, the regions capture distinctive image variations. For
these reasons, distribution-based descriptors like the kernel-based
one or the SIFT, exhibit a good performance. On the other hand, the

size of the kernel-based descriptor is significantly larger than the
rest of descriptors. This implies more computational time and stor-
age resources, which are compensated by its good performance,
specially when dealing with real acquired images.

4.5. Testing the approach in a environment mapping framework

To test the validity of the landmark detector, data was collected
with an ActiveMedia Pioneer 2AT robot mounted with an
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stereoscopic camera. The robot was driven through different envi-
ronments while capturing real-life stereo images. The stereo head
is the STH-MDCS from Videre Design, a compact, low-power colour
digital stereo head with an IEEE 1394 digital interface. It consists of
two 1.3 megapixel, progressive scan CMOS imagers mounted in a
rigid body, and a 1394 peripheral interface module, joined in an
integral unit. The camera was mounted at the front and top of
the vehicle at a constant orientation, looking forward. Images were
restricted to 640 x 480 or 320 x 240 pixels.

To qualitatively check the viewpoint invariance of our detec-
tor, we take images of an scene starting from head on (reference
pose) and gradually increasing the viewing angle and/or the dis-
tance to the reference pose. Results of one of these experiments
are shown in Fig. 4, where each visual landmark is represented
by an ellipse. It must be noted that those image regions which
are so far from the robot have been discarded as the system can-
not provide a good estimation of their disparity values. For each
image, visual landmarks are extracted and matched to the land-
marks found in the zero degrees reference image (Fig. 4a). A
nearest neighbor-based matching strategy has been used, i.e.
two regions A and B are matched if the descriptor Dj is the near-
est neighbor to D4 and if the distance between them is below a
threshold U. With this approach, a descriptor has only one
match. The color of the ellipses represented in Fig. 4b-f deter-
mines if the associated region has been matched to a reference
landmark (displayed in yellow) or not (displayed in blue). Exper-
imental results show that the system can deal with changes in
viewpoint up to 50 or 60 degrees and with scale changes of 2-
2.5. It can be also noted that the number of matches found
slightly decreases with increasing scale change.

5. Conclusions and future work

We have presented a visual landmark detection scheme
whose performance is similar to the current state-of-the art algo-
rithms, both in speed and accuracy. To obtain these landmarks, a
hierarchical segmentation approach has been developed. Thus,
the contents of the image are described using multiple represen-
tations with decreasing resolution. Pyramid segmentation algo-
rithms exhibit interesting properties when compared to
segmentation algorithms based on a single representation: local
operations can adapt the pyramid hierarchy to the topology of
the image, allowing the detection of global regions of interest
and representing them at low resolution levels. From the
segmented regions, a set of significant regions are selected as
landmarks. These landmarks have been characterized by a ker-
nel-based descriptor, whose performance is comparable or even
better than for other similar approaches. The main disadvantage
of this descriptor is its high size. In order to reduce it, instead of
using the kernel-based histograms, future work will be focused
on testing the application of principal components analysis
(PCA) to this descriptor. This technique has been employed by
Ke and Sukthankar (2004) to the normalized gradient patches
provided by the SIFT detector. Future work will also include
the development and evaluation of an EKF-based algorithm for
robot localization and environment mapping using the extracted
landmarks for scene recognition and loop-closing.
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